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Abstract 

Social media is an online interactive digital platform which allows large number of group of people to 

connect with each other virtually, to create content and share their thoughts, information, ideas, and 

much more in the form of text, pictures, and videos. But sometime people share their negative view, and 

their message is turned into hate speech. Hate speech is of two types: online and offline. Online hate 

speech spreads faster than offline hate speech, spreading on platforms like Instagram, Facebook, X 

(formerly Twitter), etc. because when people share something, then it gets shared by their followers or 

friends and it reach out to millions of people and it is difficult to monitor it. This leads to rise of conflict 

among them based on the gender, caste, religion, culture, and country. This paper will discuss the 

spread of hate speech on social media platform and its identification. 
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INTRODUCTION 

Through social media platforms, the internet has changed the way we communicate and interact with 

one another. It has enabled or given us freedom of speech to rapidly express and share our thoughts, 

ideas, and opinions with everyone. Social media has allowed more people to speak out, but some people 

use it to hurt them. This freedom of speech, however, has given rise to a darker side of internet 

interaction, namely hate communication. Discriminatory speech, hate speech, incitement to hatred, 

incitement to terrorism, and incitement to genocide are all examples of hate communications [1]. Hate 

speech is defined as any language or content that promotes hatred, toward a certain group of people 

based on their race, religion, gender, ethnicity, or other protected characteristics [2]. It is spreading on 

every social media platform very rapidly. It takes place on comment section or during live chats of any 

platform [3]. Different social media platforms have 

different policies against hate speech [4]. 

 

According to the research done in the United 

Kingdom, the United States, Finland, and Germany, 

roughly 50% of 15- to 30-year-olds are exposed to 

hostile material online, particularly on social 

networking sites [5]. Hate websites frequently 

employ a variety of techniques to attract and retain 

their audience, they make fantasies which seem real 

[6]. They use abusive language to spread negativity 

and hate that they want to spread among people [6]. 

 

TYPES OF ONLINE HATE 

Terrorism 

Because of the cruel and hurtful things that 

individuals post online, terrorism is on the rise. It is 

related to public reactions [7, 8]. For the purpose of 

propagandizing and glorification of violent crimes, 
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terrorist groups produce and distribute propaganda movies, pictures, and statements. They occasionally 

use social media for this purpose. Some people share these negative things on social media sites like 

Facebook, X (formerly Twitter), and many websites to get more people to join them. Social media has 

been used by terrorists to spread hate speech. Due to this people resort to crime or violence. By 

eliminating extremist information, keeping an eye out for suspicious activity, and working with 

government organizations, social media corporations and law enforcement organizations are thwarting 

terrorist actions. To stop extreme ideology and possible violence, it is imperative to strike a balance 

between security, privacy, and freedom of speech [7, 8]. 

 

Religion 

People who are ignorant of a specific religion or who have unfavorable opinions about it may grow 

hostile against those who follow it. People targeting other religions, insulting them, using negative and 

abusive words and making negative comments based on their religious beliefs is a religious hate speech 

which spreads rapidly on social media [9, 10]. 

 

The most targeted religion on social media is Islam (Muslim) [11]. The way that Muslims are 

portrayed in the media, historical developments, and ongoing conflicts often result Muslims being 

frequently the subject of excessive attacks [11]. According to official government statistics, Muslims 

and Jews made up most of the victims of religious hate crimes in England and Wales in the year ending 

March 2022 [12, 13]. 

 

According to a data released by the Home Office, there were 155,841 hate crimes overall in 2022, a 

26% increase from 2021 [13, 14]. 

 

Politics 

Social media expressions of extreme hatred, threats, or misinformation directed towards people or 

organizations that have different political opinions are referred to as political hate. Some people may 

make threats, send offensive comments, or launch internet harassment campaigns in an attempt to harm 

those who hold different political opinions. Politicians who are the targets of hate speech are criticized 

for their political beliefs, deeds, or other characteristics using cruel words or demeaning remarks. When 

Donald Trump was president, for instance, there were instances of hate speech when people used 

derogatory words to oppose his actions or policies [14]. 

 
Cyberbullying 

Cyberbullying, a form of harassment, occurs through social networking sites, live messaging, harmful 

posts, comments, online games, texts, and pictures sent to mobiles [15–17]. With the boom of social 

media cyberbullying is increasing rapidly. In order to ruin someone's reputation or well-being, it 

frequently entails sending cruel messages, spreading untrue information, or posting humiliating content. 

Extreme mental health conditions, such as depression, anxiety, and, in some cases, suicidal thoughts, 

can be exacerbated by the emotional and psychological misery brought on by ongoing online 

harassment, humiliation in front of others, and the sense of powerlessness [18]. 

 
ANONYMITY 

Through the use of usernames or pseudonyms, social media anonymity enables individuals to 

participate in online debates and content sharing without disclosing their actual identities, offering 

privacy and safety [19]. Individuals can feel free to discuss their ideas, beliefs, and personal experiences 

when they are not concerned about being identified [20, 21]. For internet users, the ability to remain 

anonymous online is a vital and powerful right. For millions of people globally, it aids in preserving 

freedom of speech and expression as well as safety. The protection given by anonymity might give 

some people the confidence to participate in cyberbullying, trolling, and hate speech since they feel less 

responsible for their activities [22]. Users frequently have the choice to preserve some sort of anonymity 
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when participating in online activities on social media sites like X (formerly Twitter), Facebook, 

Instagram, and YouTube. The user has anonymity to speak which leads to hate speech sometimes. For 

instance, during the 2016 U.S. elections, the Russia-based Internet Research Agency created fictitious 

social media profiles and organizations to remark on contentious social issues like immigration  

and race. 

 

But it is technical because when users want to take the advantage of platform, most of their accounts 

are linked with email account, mobile number, and address through which they can be tracked easily if 

they spread some non-violent content, hate speech, cyberbullying on social media platform. Anonymity 

requires high technical skill to hide identity [23] as shown in Table 1. 

 

ONLINE HATE SPEECH EFFECTS (PSYCHOLOGICAL) 

The mental health of those who are the targets of hate speech might suffer from severe anxiety and 

depression, alcohol consumption, smoking, negative thinking, low self-esteem, helplessness, and social 

isolation. It has a longer effect on their health like stress, anxiety, and depression [25]. In a study, victims 

went through a severe state of terror because they think that threats they have received online may 

manifest offline at any time; victims of this kind of abuse are always concerned [26]. In terms of 

psychology, online hate speech on social media affects the mental health of human beings and they may 

even commit suicide due to hate speech. The negative comments on targeted users make them helpless, 

useless, and create a loss of faith as shown in Table 2. With the help of this table, we can analyze the 

hate speech in different hate categories. Understanding and combating hate speech, prejudice, and 

discrimination in society depends on the classification of hate targets [24]. 

 

DISTINCT SOCIAL MEDIA POLICIES TO DEAL WITH HATE SPEECH 

X (Formerly Twitter) 

Freedom of speech, but not freedom of reach, is the X (formerly Twitter) policy of 2022. X will not 

generate any advertising or other revenue from negatives or hate tweets Similar to the rest of the 

internet, you cannot find the tweet unless you specifically search it. It is entirely prohibited to promote 

violence, sensitive topics, and hate speech. It will remove negative content and stop promoting hate 

speech [4]. 

 

Table 1. Percentage of anonymous Tweets with their categories through different  

anonymous accounts on behavior, race, physical, and other categories [24]. 

Categories of Anonymity Anonymously Posted Tweets  

Behavior 46% 

Race 55% 

Random tweets 40% 

Physical 49% 

Others 46% 

 

Table 2. How hate targets are categorized into specific hate categories. 

Hate 

Categories 

Hate Targets 

Class  Poor people, rich people 

Religious Hindu, Muslim, Sikh 

Gender Male, female, transgender 

Color Black people, white people 

Physical Short people, tall people, dumb people, beautiful people 

Disability Blind people, deaf people 

Ethnicity Indian, Japanese, Chinese 

Other Drunk, etc. 
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Meta 

Meta has a policy to remove content including hate speech, harassment, violence threats, and other 

content that may silence or hurt others. Meta allows you to control comments on your post. In order to 

choose what to read or share, Meta puts warnings on postings that are flagged as false. [4]. Facebook, 

Instagram, ad Threads are now a Meta company and Facebook and Instagram have a policy against hate 

speech that promotes hatred based on factors such as race, religion, handicap, gender, age, veteran 

status, and sexual orientation as hate. Facebook has provided few avenues for reporting instances of 

policy abuse. There are many options to deal with the individual who posts hate speech, unfriend them, 

take them off our list of friends, prevent them from contacting you, and report them. 

 

YouTube 

YouTube has a user reporting system in place that allows viewers to submit reports of objectionable 

content in an anonymous manner. If someone is using hate content and posting or spreading it against 

the terms of conditions of YouTube, then YouTube has a right to cancel or terminate the account. Users 

on YouTube have limited alternatives for reporting videos that they believe violates their hate speech 

policy. With regard to specific content, there are two options:  report abuse or flag the specific video 

[4]. 

 

IDENTIFYING HATE SPEECH ON SOCIAL MEDIA 

An analysis of the increase of hate speech online, funded by UNESCO, shows that social media sites 

like Facebook and X (formerly Twitter) have mostly adopted defensive strategies as shown in Figure 

1. To gain a more nuanced grasp of the problem, they may leverage their huge data collection and actual 

occurrences to better comprehend the dynamics of online hate speech [23]. 

 

This data has been taken by Google's website, which shows an annual increase in hate speech crime, 

emphasizing the importance of identifying hate speech to take action against individuals spreading hate 

on social media platforms. 

 

Few research studies have attempted to analyze how hate speech spreads online, while several 

prediction models have attempted to forecast the likelihood that hate speech will be retweeted. These 

models, however, are trained on offensive material and do not offer any justifications for the distinction 

between offensive and neutral information [27, 28]. 

 

Identification or detection of hate speech is difficult because it is expressed in many forms like in 

languages, in sarcasm way, languages have different meaning at different places Due to this variability, 

it is challenging to create a universal algorithm that can correctly classify all instances of hate speech 

[27, 28]. 

 

 
Figure 1. Cases of online hate speech in India. 
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Following are a few technical methods to detect hate speech content on social media platform. 

 

Natural Language Processing 

Natural language processing (NLP) is a powerful artificial intelligence tool that uses linguistic 

analysis and machine learning algorithms to identify hate speech on social media platforms. It makes it 

possible for computers to comprehend and analyze human language, making it a viable tool for 

detecting hate speech [29]. 

 

NLP Approaches to detect hate speech  

Data collection and preprocessing of data 

In this, first collect the dataset of hateful or non-hateful content from different dataset sources like 

Kaggle, Google, Amazon, Microsoft, etc. and preprocess this data before being fed to the classifiers 

(model) to remove unwanted noise, missing value, slang words etc. Data processing makes our data 

suitable for the task and improve the quality and accuracy of data to obtain a best result [30]. 

 

Tokenization and Feature extraction 

In this we break sentences into words or tokens; the process is called tokenization. 

 

Feature Extraction 

It converts these words (tokenized text) into machine language or binary number because machine 

does not understand any language it only understands language in binary form. To capture the semantic 

meaning of words, methods like TF-IDF (term frequency–inverse document frequency) and word 

embeddings (such as Word2Vec, GloVe) are frequently utilized [30]. 

 

Model Building (Classifiers) 

Classifiers 

To build a machine learning model for detection of hate speech, first we have to choose classifiers 

like recurrent neural networks (RNNs), convolutional neural networks (CNNs), support vector 

machines (SVMs), decision tree, or many others to fed data and which will give best result [30]. 

 

Recurrent Neural Networks 

RNN is an artificial neural network form and it is biased model. It works on sequential data and is 

used in speech and text analysis as shown in Figure 2. RNNs are also called feedback networks because 

they need previous data to predict the next one. They create a loop that aids in understanding the 

meaning of phrases depending on previous information. It analyzes the meaning of a paragraph word 

by word and stores it in a hidden layer. RNNs update the content of a hidden layer at each step as they 

examine text step by step in sequential order [31]. 

 

Convolution Neural Network 

CNN is a deep learning model used for text classification. CNN model is known as feed forward 

neural network as shown in Figure 3. A CNN has three layers: an input layer for text data, hidden layers 

including convolutional and pooling layers that learn detailed patterns and decrease dimensionality, and 

an output layer for probability predictions [32]. 

 

Support Vector Machine 

SVM is a classification problem-solving supervised learning method. By locating the best hyperplane 

to separate data with the largest gap between classes, SVMs are able to determine the best decision 

limits. SVMs are effective in high-dimensional domains, can handle both linear and nonlinear data as 

shown in Figure 4. SVM can easily handle nonlinear data by using kernel functions which convert 

nonlinear data into higher dimensional spaces and data become linearly separable. They are useful for 

those models where accuracy and interpretability are crucial because they establish a distinct decision 

limit [33]. 
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Figure 2. Recurrent neural network (RNN) [31]. 

 

 
Figure 3. Convolution neural network (CNN) [33]. 

 

 
Figure 4. Support vector machine (SVM) [34]. 

 

A classification model is built using supervised learning techniques like SVM or neural networks and 

trained on a pre-processed dataset of instances of labelled hate speech and non-hate speech. The pre-

processed data should be divided into training, validation, and test sets. For model training, use the 

training set. The training process teaches the model to spot patterns that separate hate speech from other 

types of discourse [34]. 
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Decision Tree Algorithm 

It is a supervised approach that is used for classification and regression tasks. It is a tree-like structure 

which contains leaf node and decision node. While leaf nodes represent the result of decisions and do 

not have any more branches, decision nodes are used to make any kind of decision and have numerous 

branches. It starts with root node from where decision tree starts, internal nodes stand in for its 

characteristics or features of dataset, branch represent the decision rules, and last leaf nodes represents 

the results and do not contain any more branches as shown in Figure 5. With the decision tree technique, 

a model is built to forecast a target variable's value by picking up basic choice rules deduced from the 

properties of the data. It is best for decision making to classify the text as shown in Table 3 [35]. 

 

Semantic Analysis 

Understanding the meaning behind the words is made easier by NLP techniques like sentiment 

analysis and semantic analysis. It is useful to search the true meaning behind the words. By analyzing 

the semantic structure, sentiment, and relationships between words, phrases, and concepts, the program 

can distinguish between hateful content and non-hateful literature. Transformers (like BERT and 

Roberta) and other complex models must be able to capture contextual information. By leveraging 

annotated datasets of hate speech, these algorithms are trained and fine-tuned, resulting in their 

increased ability to accurately label and attenuate hate speech while addressing problems with sarcasm, 

inferred meaning, and context. 

 

 
Figure 5. Decision tree [35]. 
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Testing of Model 

Utilize the trained model to process social media material in real time. The technology analyzes the 

content and predicts if it includes hate speech when fresh posts and comments are made. Create a 

reporting system so that users may alert you to material that the model might have missed. To guarantee 

precise and nuanced identification, combine automatic NLP detection with human moderation. Testing 

makes sure the hate speech recognition model works effectively in practical situations and achieves its 

objectives of reducing harmful material while preventing needless content removal. To adjust to 

changing language and online behavior, regular monitoring and testing are crucial. 

 

CHALLENGES IN IDENTIFICATION 

Artificial intelligence and machine learning techniques are used by social media apps like X 

(formerly Twitter), Facebook, Instagram, YouTube, Yahoo etc. to detect the hate speech but these 

techniques are not completely successful because machines cannot think like humans [36]. If the target 

term is misspelled or certain letters have been substituted with symbols, the artificial intelligence 

algorithms will not be able to identify a user's post or remark as hate speech or as violating community 

standards [36]. Because hate speech can take many different forms and because sarcasm and context 

are difficult for computers to comprehend, detecting it is difficult. Word usage varies between cultures, 

which makes it challenging for robots. It might be difficult to distinguish between actual hate speech 

and things that only seem offensive. Furthermore, the definition of hate speech is not always clear-cut. 

Some individuals attempt to deceive computers, which need a lot of instances to learn from [36]. 

 

CONCLUSION 

This paper discussed how online hate speech propagate on social media platforms. It has an impact 

on people's mental health causings anxiety, depression etc., which, in turn, causes them to commit 

crimes and commit suicide. Haters target the groups of people, politicians, celebrities, etc. on social 

media and hate speech cases are growing rapidly in India every year. In order to quickly identify and 

eliminate hate speech, social media firms must invest in advanced algorithms and artificial intelligence 

tools to identify hate speech because it is clear that artificial intelligence algorithms are not completely 

capable to detect hate speech. 

 

Social media platforms (X [formerly Twitter], YouTube, Facebook, Instagram) have a policy to 

detect and stop hate speech. They take actions against the haters and ban their account, but they are not 

completely efficient. We have discussed artificial intelligence and machine learning algorithms like 

SVM, decision tree algorithm, CNN, RNN, etc., which help to identify hate speech. 

 

Hate speech must be removed in order to maintain user confidence and trust since it encourages users 

to interact with potentially harmful content. Although it will not be simple, it can be stopped by 

cooperation. Social media hate speech can be explicitly prohibited by law, and individuals can be taught 

proper online behavior by reporting and removing offensive content. 
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